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1. Onuc HAaBYAJBHOI JUCHHUILIIHA

HaiimenyBaHHs
MOKa3HUKiB/

l"any3b 3HaHb, HALIPAM
MIATOTOBKHU, OCBITHBO-
KBaTi(iKaliiHUN PiBEHb

XapakTepucTuka
HABYAJIBHOI TUCIIUTIIIHA

KinpkicTb kpeauTiB 5

l'any3b 3HaHB

07 - Yupasninus i

aZMiHICTpyBaHHS
(ump i Ha3Ba)

Harmpsim miaroroBku
072 dinancu, 0aHKIBChKA

CIIpaBa Ta CTpaxXyBaHH:A
(ump i Ha3Ba)

000B’s13KOBA

Pik miaroroBku:

CrermaipHICTh 1-i
[HaMBinyanbHEe (mpodeciitne
HayKOBO-AOCHIIHE ‘ CHPHMyBaHH’I)i Cemectp
3aBIaHHS (biHAHCH 1 KPEIUT 31 3HAHHAM
(Ha3Ba) 1HO3€EMHO1 MOBH
3arajibHa KUIBKICTh 2-1
roaud - 150 Jlexmii
36 rox.
[IpakTryHi, CEMiHAPCHKI
TwXKHEBUX TOIUH I 36 rox.
JIeHHO1 (opMu OcBITHBO- JlabopaTopHi
HAaBYAHHS: KBaMi(piKaliiHUI piBEHB: —
ayIUTOPHUX — OakasaBp CamocrTiiiHa poboTa
CaMOCTIHHOI poO0TH 78 Ton
CTYyJICHTA - InuBinyanpHI 3aBIaHHS:
roJI.
Bung konTposo: icnut
Ipumirka.

CamocriiiHa poOOTa CTYJEHTIB:
U1 IeHHO1 (hopMu HaBYaHHS — 52%

2. Merta Ta 3aBaHHA HABYAJbHOI JUCHUILIIHHA

MeTta: BUBYCHHS OCHOBHUX IIPUHITUIIIB Ta
THCTPYMEHTApPil0 MAaTEMaTUYHOTO arapary,
BUKOPHUCTOBYETHCS JUIS
E€KOHOMIYHUX
MaTEMATUYHUX METOMIB CHCTEMaTHU3allll,

SAKAMN
pPO3B’sI3yBaHHS

principles
gconomic
3a1a4,

The aim is to study the basic mathematical
and tools

used to
problems,

solve
mathematical
methods of systematization, processing
and use of statistical data for scientific and



OIIpalrOBaHHA Ta 3aCTOCYBAHHA
CTaTUCTUYHHUX HOaHUX JJISI HAYKOBHUX Ta
IMPAaKTUIHHUX BHCHOBKIB

3aBaaHHA:
— (QopMyBaHHA CHUCTEeMy 3HaHb 3
METOI0JIONI, METOINKHU Ta

THCTpYMEHTAapil0 MOOYJOBU EKOHOMIYHUX
MoJeniell, IX aHamidy Ta BHKOPUCTaHHS,
METOI0JI0T11 ooy 10BU €KOHOMIKO-
MaTeMaTUYHUX MOJEJICH [Ji1  aHalli3y
COITlaJIbHO-€KOHOMIUYHMX IIPOIIECIB, SBHII
Ta CHCTEM Ha MakKpo-
IMIKPOEKOHOMIYHOMY PIBHSX;

— ONaHyBaTH 3HAHHS, YMIHHS Ta HaBUYKH,
HEOOXI1JH1 JJI pO3B’A3yBaHHS 33]a4 Npu
KJIQJIHOTO (p1IHAHCOBOT'O Ta EKOHOMIYHOI'O
aHamizy;

— (QopMyBaHHS CHCTEMH TEOPETUIHHX
3HaHb 1 TPAKTUYHUX HABUUOK 3 OCHOB
MaTeMaTUYHOTO  amapary,  OCHOBHHUX
METO/IB KUIBKICHOTO BUMIPIOBaHHS
BUNAJIKOBOCTI i (bakTopiB, 10
BIUIMBAIOTh Ha OYJb-SIKI IIPOIIECH, 3acaj
MaTEMaTUIHOI CTaTUCTHUKH , sKa
BUKOPHUCTOBYETBCS IIJI 4ac IJIaHyBaHHS,

oprasizaiii Ta yIpaBJIiHHS
BHUPOOHHUIITBOM, OLIIHIOBAHHS  SAKOCTI1
MPOAYKIII, CHUCTEMHOTO aHajizy

€KOHOMIYHUX CTPYKTYp Ta TEXHOJOTTYHHX
MPOIIECIB

practical conclusions.

Tasks:

— to form a system of knowledge on the
methodology, techniques and tools of
economic models building, analysis and
use of methodology of construction of
economic and mathematical models for the
analysis of socio-economic processes,
phenomena and systems at the macro and
micro economical levels;

- to master the knowledge and skills
needed to solve problems stipulating
financial and economic analysis;

— to form theoretical knowledge and
practical skills on mathematical apparatus,
the main methods of quantitative
measurement of random factors affecting
any processes, principles of mathematical
statistics, which are used in planning,
organizing and managing of production,
quality assessment, system analysis of
economic structures and processes.



3. IIporpama naBuaasnoi nucuumiainu/Program of the Course

Topics Lectures Seminars Students self-
preparation work

1 | Empiric and logical bases of 4 4 8
theory of probability

2 | Basic theorems of theory of 4 4 8
probability, their economic
interpretation

3 | Method of Bernoulli 4 4 8

4 | Laws of distribution and 2 2 6
numerical descriptions of
random values

5 | Random values and them 2 2 6
economic interpretation

6 | Multidimensional random 2 2 6
values

7 | Functions of random 2 2 4
argument

8 | Marginal theorems of theory 2 2 4
of probability

9 |Elements of theory of 2 2 4
random  processes  and
theory of mass service

10 | Primary processing  with 2 2 4
statistical data

11 | Statistical and interval 2 2 4
evaluation of parameters of
distribution

12 | Verification of statistical 2 2 4
hypotheses

13 | Elements of theory of 2 2 4
regression

14 | Elements of analysis of 2 2 4
variance

15 | Elements of theory of 2 2 4
correlation
Total 36 36 78




4. 3mict/ Context
Section 1. Probability theory
Topic 1.Empiric and logical bases of theory of probability.
Elements of combinatorics.
Rules of adding and multiplication.

Well-organized great numbers.

A W o

Placing, transpositions and combinations without reiterations and with
reiterations.

5. Formula of including and exceptions.

6. Triangle of Pascal and binomial theorem.

7. Number of all subsets of great number.

8. Essence of theory of probability.

9. Frequency determination of probability. Space of elementary events.

10.Random events and relations are between them.

11.Algebra of random events.

12.Classic determination of probability.

13.Properties of probability.

14.Application of combinatorics to the problems of theory of probability.

15.System of axioms of Kolmogorov.

16.Consequences from the systems of axioms.

17.Geometrical probabilities.

18.Buffon problem.

19.Paradox of Bertrand.

20.A thick coin task.

Topic 2. Basic theorems of theory of probability, their economic

interpretation.

1. Conditional probability and its properties.

2. Theorem of increase of probabilities.

3. Independence of random events.
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Example by Burnstein.
Formula of complete probability.
Theorem of hypotheses (formulas of Bayes).
Topic 3. Method of Bernoulli.
Formula of Bernoulli.
Binomial distribution.
Properties of numbers of Pn (K).
The most credible number of "successes" in the method of Bernoulli.
Connection between frequency and probability.
Theorem of Poisson.
Distribution of Poisson.
The most credible number of successes in the method of Poisson.

Local and integral theorem of Mouavre-Laplace.

10.Functions of Gauss and Laplace and their properties.

11.Application of integral theorem of Laplace: theorem of Bernoulli, estimation of

A

N o g bk~ DR

probability through frequency.
Topic 4. Laws of distribution and numerical descriptions of random values.
Binomial law of distribution.
Distribution of Poisson.
Geometrical distribution.
Hypergeometrical distribution.
Uniform law of distribution.
Poisson law of distribution.
Normal law of distribution.
Topic 5. Random values and them economic interpretation.
Concept of random value.
Function of distribution of random value and its property.
Discrete random values.
Law of distribution.

Binomial, geometrical, hypergeometrical distributions.



6. Continuous random values and density of their distribution.
7. Mechanical model.
8. Expected value of random value and its properties.
9. Standard deviation and its properties
10.Variance and its properties.
Topic 6. Multidimensional random values.
Systems of random values.
Compatible law of distribution.
Compatible function of distribution of her property.
Examples of independent and dependent random values.

Continuous random vectors, their density.

R e A o

The uniform distribution in the area. Numerical descriptions of two-dimensional
random vectors.

7. Dispersible matrix, covariance.

8. Coefficient of correlation and its properties.

Topic 7. Functions of random argument.

1. Functions of random values.

N

Composition of laws of distribution.
Topic 8. Marginal theorems of theory of probability.
Coefficient of correlation and its property.
Coincidence by probability.
Inequality of Tchebyshev (I and II form).
Theorem of Tchebyshev.
Generalized theorem of Tchebyshev. Theorem of Bernoulli.

A theorem of Markov.

N o g~ DR

A central maximum theorem.
Section 2. Mathematical statistics
Topic 9. Elements of theory of random processes and theory of mass
service.

1. Random process and its description.
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Basic concepts of theory of mass service.
Markov random process.
Streams of events.
Equalization of Kolmogorov.
Maximum probabilities of the states.
A concept of the method of statistical tests (method of Monte-Carlo).
Topic 10. Primary processing with statistical data.
Object and tasks of mathematical statistics.
A concept of a general aggregate and selection.
Empiric formula of distribution.
Selective descriptions.
Variation row, tables of frequencies, histogram.
Ground of frequencies.
Topic 11. Statistical and interval evaluation of parameters of distribution.
Point estimations, requirements to them.
Selective AV, selective variance.
Interval estimations of parameters of distribution.
Reliable limits for standard deviation in the case of normal distribution.
Method of the least squares.
Definition of direct regression.
Topic 12. Verification of statistical hypotheses.
Statistical hypothesis and general way of their verification.
Verification of hypotheses about equality of middle two and more aggregates.
Verification of hypotheses about equality of variances two and more aggregates.
Verification of hypotheses of the numerical values of parameters.
A construction of theoretical law of distribution based on data of experiments.
Verification of hypotheses based on the laws of distribution.
Verification of hypotheses based on homogeneity of selection.
Topic 13. Elements of theory of regression.

Substantive provisions of theory of regression.
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Pair regressive model.

Interval estimation of function of regression.

Verification of meaningfulness of equalization of regression.

Interval estimation of parameters of pair model.

Nonlinear regression.

Determination of confidence intervals for coefficients and function of regression.
Topic 14. Elements of analysis of variance.

Comparison a few middle.

A concept of the analysis of variance.

Total, factor and remaining sums of squares of rejections.

Connection between total, factor and remaining sums.

General, factor and remaining variances.

Comparison a few middle by the method of analysis of variance.
Topic 15. Elements of theory of correlation.

Functional, statistical and cross-correlation dependences.

Linear pair regression.

Coefficient of correlation.

Substantive provisions of cross-correlation analysis.

Two-dimensional model.

Verification of meaningfulness and interval estimation of parameters of

connection.

Cross-correlation relation and index of correlation.

A concept of a multidimensional cross-correlation analysis.



1. Crpykrypa HaBuajbHOI qucuumiainu/ Structure of the Course

1.

Ha3su tem

Kinekicts rogun/ study hours

neHHa popma

3aouna hopma

yCh
oro

y TOMY YHCII1

I | O | J |141

c.p.

yChOTO

y TOMY YHUCJI1

I

II

11a0

1H,

c.p

1

314]5| 6

7

8

9

10

11

12

13

Section 1. Probabi

lity theory

Topic 1. Empiric
and logical bases of
theory of probability

8

Topic 2. Basic
theorems of theory
of probability, their
economic
interpretation

Topic 3. Method of
Bernoulli

Topic 4. Laws of
distribution and
numerical
descriptions of
random values

Topic 5. Random
values and them
economic
interpretation

Topic 6.
Multidimensional
random values

Topic 7. Functions
of random argument

Topic 8. Marginal
theorems of theory
of probability

Topic 9. Elements
of theory of random
processes and
theory of mass
service

Topic 10. Primary
processing with
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statistical data
Topic 11. Statistical 2|2 4
and interval
evaluation of
parameters of
distribution
Topic 12. 2 | 2 4
Verification of
statistical
hypotheses
Topic 13. Elements 2|2 4
of theory of
regression
Topic 14. Elements 2|2 4
of analysis of
variance
Topic 15. Elements 2 | 2 4
of theory of
correlation
Ycboro roquH 36 | 36 78
(general by course)

5. Temn ceminapcskux 3auaTh/ Topics of the Practical Classes

Ne Haszsa temn KinekicTs rogua
3/m ayauTop. CaMOCT.
1 | Empiric and logical bases of theory of probability. 8 8

Elements of combinatorics. Rules of adding and
multiplication.  Well-organized great numbers.
Placing, transpositions and combinations without
reiterations and with reiterations. Formula of including
and exceptions. Triangle of Pascal and binomial
theorem. Number of all subsets of great number.
Essence of theory of probability. Frequency
determination of probability. Space of elementary
events. Random events and relations are between
them. Algebra of random events. Classic
determination of probability. Properties of probability.
Application of combinatorics to the problems of
theory of probability. System of axioms of
Kolmogorov. Consequences from the systems of
axioms. Geometrical probabilities. Buffon problem.
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Paradox of Bertrand. A thick coin task.

Basic theorems of theory of probability, their
economic interpretation. Conditional probability and
its properties. Theorem of increase of probabilities.
Independence of random events. Example by
Burnstein. Formula of complete probability. Theorem
of hypotheses (formulas of Bayes).

Method of Bernoulli. Formula of Bernoulli. Binomial
distribution. Properties of numbers of P, (K). The most
credible number of "successes" in the method of
Bernoulli. Connection between frequency and
probability. Theorem of Poisson. Distribution of
Poisson. The most credible number of successes in the
method of Poisson. Local and integral theorem of
Mouavre-Laplace. Functions of Gauss and Laplace
and their properties. Application of integral theorem of
Laplace: theorem of Bernoulli, estimation of
probability through frequency.

Laws of distribution and numerical descriptions of
random values. Binomial law of distribution.
Distribution of Poisson. Geometrical distribution.
Hypergeometrical distribution. Uniform law of
distribution. Poisson law of distribution. Normal law
of distribution.

Random values and them economic interpretation.
Concept of random value. Function of distribution of
random value and its property. Discrete random
values. Law of distribution. Binomial, geometrical,
hypergeometrical distributions. Continuous random
values and density of their distribution. Mechanical
model. Expected value of random value and its
properties. Middling-quadratic rejection.

Multidimensional random values. Systems of random
values. Compatible law of distribution. Compatible
function of distribution of her property. Examples of
independent and  dependent random  values.
Continuous random vectors, their density. The
uniform distribution in the area. Numerical
descriptions of two-dimensional random vectors.
Dispersible matrix, covariance. Coefficient of
correlation and its properties.

Functions of random argument. Functions of random
values. Composition of laws of distribution.

Marginal theorems of theory of probability.
Coefficient of correlation and its property.
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Coincidence by probability. Inequality of Tchebyshev
(I and IT form). Theorem of Tchebyshev. Generalized
theorem of Tchebyshev. Theorem of Bernoulli. A
theorem of Markov. A central maximum theorem.

Elements of theory of random processes and theory of
mass service. Random process and its description.
Basic concepts of theory of mass service. Markov
random process. Streams of events. Equalization of
Kolmogorov. Maximum probabilities of the states. A
concept of the method of statistical tests (method of
Monte-Carlo).

10

Primary processing with statistical data. Object and
tasks of mathematical statistics. A concept of a general
aggregate and selection. Empiric formula of
distribution. Selective descriptions. Variation row,
tables of frequencies, histogram. Ground of
frequencies.

11

Statistical and interval evaluation of parameters of
distribution. Point estimations, requirements to them.
Selective AV, selective variance. Interval estimations
of parameters of distribution. Reliable limits for
standard deviation in the case of normal distribution.
Method of the least squares. Definition of direct
regression.

12

Verification of statistical hypotheses. Statistical
hypothesis and general way of their verification.
Verification of hypotheses about equality of middle
two and more aggregates. Verification of hypotheses
about equality of variances two and more aggregates.
Verification of hypotheses of the numerical values of
parameters. A construction of theoretical law of
distribution based on data of experiments. Verification
of hypotheses based on the laws of distribution.
Verification of hypotheses based on homogeneity of
selection.

13

Elements of theory of regression. Substantive
provisions of theory of regression. Pair regressive
model. Interval estimation of function of regression.
Verification of meaningfulness of equalization of
regression. Interval estimation of parameters of pair
model. Nonlinear regression. Determination of
confidence intervals for coefficients and function of
regression.

14

Elements of analysis of variance. Comparison a few
middle. A concept of the analysis of variance. Total,
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factor and remaining sums of squares of rejections.

Connection between total, factor and remaining sums.

General, factor and remaining variances. Comparison

a few middle by the method of analysis of variance.
15 | Elements of theory of correlation. Functional, 4 4

statistical and cross-correlation dependences. Linear

pair regression. Coefficient of correlation. Substantive

provisions of cross-correlation analysis. Two-

dimensional model. Verification of meaningfulness

and interval estimation of parameters of connection.

Cross-correlation relation and index of correlation. A

concept of a multidimensional cross-correlation

analysis.

Pasowm / total 72 78

8. Camocriiitna po6ora / self study

Ne Hasga Temu/topic KinbkicTh
3/ TOdUH
1 | Empiric and logical bases of theory of probability 8
2 |Basic theorems of theory of probability, their economic 8

interpretation
3 | Method of Bernoulli 8
4 | Laws of distribution and numerical descriptions of random 6

values
5 | Random values and them economic interpretation 6
6 | Multidimensional random values 6
7 | Functions of random argument 4
8 | Marginal theorems of theory of probability 4
9 | Elements of theory of random processes and theory of mass 4

service
10 | Primary processing with statistical data 4
11 | Statistical and interval evaluation of parameters of distribution 4
12 | Verification of statistical hypotheses 4
13 | Elements of theory of regression 4
14 | Elements of analysis of variance 4
15 | Elements of theory of correlation 4

Total
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9. InmmBinyanbHi 3apaanns / individual work
METO/INYHI BKA3IBKAX 10 BUKOHAHHSA IHAUBIAYAJBHUX POBIT

Temy iHauBiAYyanbHOI poOOTH CTYAEHTH BUOMPAIOTH 3a HOMEPOM BapiaHTy B

KypHaIIl TPYTIH.

Individual work of the theory of probability Ne 1.
Topic: Random events.

Determine elementary events.
Determine event A, as referred in the problem, and other events.
Calculations should be made, if possible, exactly.

PROBLEM 1.
2 coins are being thrown up. Find the probability that:
1) Tails fell on both coins
2) Tails fell least on one coin
3) Tails did not fall on any coin

3coins are being thrown up. Find the probability that:
4) Tails fell on all coins

5) Tails fell least on one coin

6) Tails fell only on two coins

7) Tails fell only on one coin

8) Tails did not fall on any coin

3coins are being thrown up. Find the probability that:
9) Heads fell on all coins

10) Heads fell least on one coin

11) Heads fell only on one coin

12) Heads fell only on two coins

13) Heads fell only on three coins

14) Heads did not fall on any coin

Dice is being thrown. Find the probability that such number of points will fall on the top face
15) An even number of points

16)1 or 6

2 dices are being thrown. Find the probability that following number of points will fall on the top faces



17) Only an even numbers

18) One number is an even, other is odd
19) The sum of points is an even

20) The sum of points is odd

21) Its sum is more than a their product
22) Its sum is less than 6

23) Its sum is more than 8

15

3 dices are being thrown. Find the probability that following number of points will fall on the top faces

24) Only an even numbers
25) One number is an even, the second and the third are odd

26) Its sum is an even

27) Its sum is odd

28) all numbers are identical
29) All numbers are different

30) their sum is divisible by 3

A word is composed of cards containing one letter. Then cards are mixed and taken out one by one
without repetition. Find the probability that the following words will be formed.

1. Parabola

2. Parallelepiped

3. Arithmetic

4. Statistics

5. Integral

6. Square

7. Analogy

8. Microeconomics
9. Equation

10. Algorithm

11. Program

PROBLEM 2.



12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22,
23.
24,
25.
26.
217.
28.
29.
30.

Invariant
Pyramid
Macroeconomics
Olympiad
Triangle
Postgraduate
Department
Event
Information
University
Branch
Laureate
Science
Feature
Function
Panorama
Rector
Conclusion

Tractate

PROBLEM 3.

Suppose your name and surname were written on cards.

1) Cards with letters name and surname are mixed in separate pile and separately taken out in 1
card at random without returning. Find the probability that letters will form your name and

surname.

16

2) Cards with name and surname are mixed in one pile. Find the probability that letters will form

your name and surname.

PROBLEM 4.

There are K black and N white balls in the urn. M balls taken out at random. Find the probability that

among them there are:

R white balls

less than R white balls

at least 1 white ball
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Values of the parameters according to variants are given in Table 1

Var. | 1 2 3 4 5 6 7 8 9 10 | 11 | 12 | 13 | 14
K 5 5 6 6 7 4 8 6 4 5 7 8 6 4
N 6 6 5 5 4 5 6 7 7 6 4 6 5 6
M 4 5 4 5 4 4 5 4 4 5 4 4 4 4
R 2 3 2 3 2 2 3 4 2 3 2 3 3 3
Var.| 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28
K 7 5 6 5 6 6 6 8 6 5 6 5 6 6
N 4 7 5 7 7 8 5 6 7 7 7 7 8 7
M 5 4 5 5 5 5 5 5 4 4 6 5 5 5
R 3 2 2 4 3 4 4 3 3 2 3 3 3 2
PROBLEM 5.

The plant consists of three independent departments that are working without failure during the month
with a probability P1, P2, P3. Find the probability that during a month th next quantity of elements will
be damaged.

1) one element only

2) at least one element
Value of the parameters should be calculated according to the following formulas

K =[14,9 — B|:100( where B is number of variant)

p,=1-K p,=09-K p, =0,85-K

PROBLEM 6.

There are K white and L black balls in the first urn and M white and N black balls in the second. P
balls are taken out from the first urn at random and Q balls are taken out from the second. Find the
probability that among them there are:

1) All balls are of the same color
2) Only 3 white balls
3) At least one white ball
Values of the parameters according to variants are given in Table 2

Table 2
Var. | 1 2 3 4 5 6 7 8 9 10 |11 |12 |13 |14 |15
K 6 5 4 5 5 5 5 6 6 6 6 3 3 3 3
L 4 5 5 4 6 7 8 3 5 6 7 8 7 6 5
M 5 4 5 7 7 6 7 5 5 5 5 5 6 6 6
N 7 8 8 4 3 4 5 6 3 5 4 7 4 5 6
P 3 2 2 1 3 2 4 3 2 4 2 2 3 1 4
Q 2 2 3 4 2 2 1 3 2 1 3 3 3 4 1
Var. |16 |17 |18 |19 |20 |21 |22 |23 |24 |25 |26 |27 (28 |29 |30
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K 3 5 4 4 4 4 4 4 4 7 7 7 7 7 7

L 4 3 9 8 7 6 5 4 3 2 4 5 6 7 8

M 6 4 7 7 8 7 7 7 7 4 8 4 4 4 8

N 7 9 3 4 3 5 6 7 8 8 5 6 l 4 5

P 2 2 3 2 4 2 3 3 1 4 3 2 3 1 3

Q 2 3 3 3 1 2 2 3 4 1 3 2 2 4 3
PROBLEM 7.

There are K black and white balls in the urn to which are added L white balls. After it M balls are
taken out at random. Find the probability that all selected balls are white, assuming that all possible
options (hypotheses) of the initial content of the urn are equally probable

Values of the parameters according to variants are given in Table 3

Table 3
Var. |1 2 3 4 5 6 7 8 9 10 |11 |12 |13 |14 |15
K 3 5 5 5 5 5 4 4 4 4 4 4 4 3 3
L 4 3 2 4 4 4 3 3 3 4 4 4 4 4 4
M 4 4 3 4 2 3 2 3 4 2 3 4 5 2 3
Var. |16 |17 |18 |19 |20 |21 |22 |23 |24 |25 |26 |27 |28 |29 |30
K 3 3 3 3 3 6 6 6 6 6 6 6 6 6 6
L 4 5 5 5 5 2 2 2 2 3 3 3 3 4 4
M 5 2 3 4 5 2 3 4 5 2 3 4 5 2 3
PROBLEM 8.

There are K white and L black balls in the first urn and M white balls and N black ones in the second.
P balls are taken out from the first urn at random and re-laid in the second. After it R balls are taken
out from the second urn.

Find the probability that all balls that were turned out from the second urn were white. VValues of the
parameters according to variants are given in Table 4

Table 4
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PROBLEM 9.

R rifles stand in the pyramid. L of them have optical sight. The probability that the shooter firing a
rifle with an optical sight will hit the target is equal to p;. The probability that the shooter firing a rifle
without an optical sight will hit the target is equal to p,. Find the probability that the shooter will hit
the target firing a rifle that is chosen at random.

Value of the parameters should be calculated according to the following formulas

K =14 — B| (where B is number of variant)

3, B<14,
p, =0,95-0,01K p,=06-001K R=5+K L=

4, B>14.

PROBLEM 10

The plant use electric motors, supplied by 3 plants. There are electric motors in an amount of M.,
M, , M. units, that are able to work without failure until the end of the warranty period with the next

probability: p,, p,, P,. A worker at random selects one electric motor and mounts it to the car. Find

the probability that mounted electric motor that works without failure until the end of the period is
made on

1) the first,
2) second
3) third plant.
Value of the parameters should calculate according to the following formulas:

K =[14— B| (where B is number of variant)
0, = 0,99—0,01K b, =0,9—0,01K b, = 0,85—0,01K
M, =5+ K M, = 20— K M, = 25— K

Individual task Ne 2 on probability theory.
Theme: Laws of distribution and numerical characteristics of random variables.

V —variant number in the group list.
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Problem 1. In each of » independent trials event Aoccurs with constant
probability p. Calculate all probabilitieSpk k=0,1, 2, ..., n, where — k is frequency of

event A . Construct the graph of probabilities Py Find the most probable frequency.
Values of parametres calculate with following formulas:

11, V <10,
n=<10, 10<V <20, p=03+ L
100

9, V >20.

Problem 2. In each of » independent trials event Aoccurs with constant
probability p. Find probability that event A4 occurs:

1) precisely M times;

2) less than M and more than L times;

3) more than M times.

n=700+V -10; p:O,35+;/—O; M =270+V -10; L=M —-40-V".

Problem 3. In each of »independent trials event A4occurs with constant
probability p. Find probability that event A4 occurs:

1) Precisely Gtimes;

2) Precisely L times;

3) less than M and more than F times;

4) less than R times.

n=500+V -10; p:O,4+le; G=220+V-10; L=G-30;
M=G+20+V; F=G-40+V; R=G+15.

Problem 4. At telephone station wrong connection occurs with probability p. Find
probability that among = connections takes place:

1) Precisely wrong G connections;

2) less than L wrong connections;

3) more than M wrong connections.

D=V -100+200; p=%; S = remainder [%)H;* n=S-D;

Note, that remainder is the value, left after division (23/5=4*5+3; so, 3 is remainder; 35/5=7*5+0; 0 is remainder;
3/5=0*5+3; 3 is remainder)

G =remainder (\éj +1; L = remainder (\é} +3; M = remainder (\éj +2.
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Problem 5. In each of nindependent trials event Aoccurs with constant
probability p. Find the probability that relative frequency K of this event differs from
n

probability p no more than on & >0 (g, > 0)
n=600—V -10; p=085———: g =00055—— g, =2,
100 10000

Problem 6. The Random variable X is set by the distribution law

X X, X 4

P P P, P; P,

) X, x

Find the function of distribution F(x)of a random variable X ; construct its
graph. Calculate M (X), D(X), M

0"

R =remainder (\%) +2

x,=V+3, x,=x+R, X,=x,+R, x,=x,+2R
o o  41433R+R* R o
Prss PR3 PTR+3)R+5GB-R) TR

Problem 7. The Random variable X is set by a function of probability density

0, x<0,

X
x)=<{—, 0<x <R,
S(x) X

0, x>R.

Find function of distribution F(x). Build graphs of f(x);F(x). Calculate
M(X), D(X), M, M,.

K =2+V,R=vJ2K

Problem 8. The Random variable X is set by distribution function
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Find the function of probability density f(x).Build graphs of f(x) F(x).
Calculate M (X ), D(X), M, M.
K=3+V

Problem 9. random variableX e N(u,o) is given. Find probability that this
random variable accepts value:
1) In an interval[a, b];
2) less thanK ;
3) more forL ;
4) Differs from the average value no more than one.

w=>r, o =remainder (\é)+2, S =remainder (\é)+1
a=V -8, b=V+2§, K=V-§, L=V+2§5,¢e=S§

Problem 10. It is given:the random variable X € N(p,c)and pointsx, x,,x, x, x,

on the numerical axis which divide it into six intervals. Find the probability that this
random variable X accepts value in these intervals.

nw="V —10, o =remainder (%j+3, S =remainder (\éj+2, T =remainder (\éj-l-l
x,=V-15-8,x,=V-12-T , x, =V -5-8,x,=V -T , x, =V +8§,
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10. MeToan HAaBYAHHSA

I rpyma metomiB - Metonu opraHizaimii Ta 3AIHCHEHHS HaBYaJIbHO-TI3HABAIBHOI
JISIBHOCTI.

IT rpyna meromiB - Metoau CTUMYNIOBaHHS W MOTHBAIli HaBYaJIbHO-ITI3HABAIBLHOT
JISIBHOCTI.

III rpyna meToniB - MeToiu KOHTPOJIIO (CAMOKOHTPOJIIO, B3aEMOKOHTPOJIIO), KOPEKIIii
(camMOKOpeKIIii, B3aEMOKOPEKINi) 3a  e(eKTHUBHICTIO  HaBYAIbHO-M3HABAIHHOI
JISIBHOCTI.

IV rpyna metoniB - binapHi, inTerpoBani (yHiBepcaibHi) METO/H.

I nioepyna 3a mxepenom nepenayl HaB4anbHOI IHQOpMaLli BKIIOYAE B cede:

. CJIOBECHI METOJIH - PO3IOBIIb-TIOSCHEHHS, O€CI Ty, JICKIIIIO.

. HAOYHI METOJIW - IFOCTpallisl (IOTMOMIKHUI METOI NpPU CIOBECHOMY METOI, ii
3HAQYCHHS TMOJIATa€ B SICKPaBIillIOMy BHKJIAQJCHHI Ta IIOKa3i BJIACHOI JYMKH),
JeMOHCTpaIlisl (XapaKTepU3y€eThCs PyXOMICTIO 3aC00y IEMOHCTPYBaHH)

. MpaKTU4YHI METOAM: JOCHIAW, BIpaBU, HaBualbHa mpansd. JlaGopartopHi Ta
MPaKTUYH1 POOOTH

11 nioepyna - 3a JIOTIKOIO NIEpeaayl Ta COpUMaHHs HaBYalIbHOI 1HPOpMAIIii.

- IHayKTHBHI MeTo/M 0a3yrOThCsA Ha MPUHIIUII BiJl 9aCTKOBOI'O JO 3arajbHOTO, BIJ

KOHKPCTHOI'O 10 a6CTpaKTHOFO.

- JIeNyKTUBHUU METOJ, pO3BHUBAE aOCTPAKTHE MUCIEHHS, CIpPUAE 3aCBOEHHIO

HABYaJHLHOTO MaTepially Ha OCHOBI y3arajibHEHb.
111 nioepyna - 3a CTylieHEM CaMOCTIHHOTO MHCIIEHHS y MIPOLIECT OBOJIOAIHHS 3HAHHSAMU,
(hopMyBaHHSM yMiHb 1 HABUYOK.

- PenpoJyKTHBHI METOAM - BIATBOpPEHA PENPOAYKIIS SK 3aci0 MOBTOPEHHS TOTOBUX

3pa3kiB a00 poOOTa 3a TOTOBUMHU 3pa3KaMH, TEPMIHOJIOTIYHO B)KUBAETHCS HE JIUIIE B
JTUAAKTUIl, @ ¥ B 0Opa30TBOPYOMY MHUCTEITBI, apXiTEKTypi, 1HIIMX BHUIAX TBOPYOI
JUSITBHOCTI;

- TBopui, 1pPoOJEMHO-TOUIYKOBI METOIU CHUPAEThCS HA CaMOCTIMHY, TBOPUY

Mi3HaBaJbHY JISUTbHICTD.
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MeToau cTUMYNIOBaHHS iHTEpeCy OO0 HaBYaHHS: CTBOPEHHS CHTYaIlil iHTepecy MpH
BUKJIaJaHHI TOTO YM 1HIIOTO MaTepiany (BUKOPHUCTAaHHS II3HABaJbHHUX I1rOp, IIKaBUX
MPUroJi, TyMOPUCTUYHUX YPUBKIB, MEPETIsL HaBUANBHUX Telenepenad, KiHopiibMiB);
Mi3HaBaJIbHI I'pH, HABYAJIbHI, aHAJI3 )KUTTEBUX CUTYaIlii
IV epyna memoois - binapni, inmeepogani (yHigepcanvHi) memoou

binapni - mojBiiiHi, KOJIM MeTOJ 1 (opMa 3/IHUBAIOTHCS B €AMHE IIiJie ado J1Ba
METOJIU TIOETHYIOTHCS B OJIUH:
- Ha iHdopmariiiHoMy, a00 JOrMaTHYHOMY, pIiBHI cClIOBecHa ¢opMa HalOyBae
O1HApPHOTO XapaKTepy CIOBECHO-1H(OOPMAIIIITHOTO METOY;
- Ha npoOiieMHOMY, a00 aHaJITUYHOMY, PIBHI clloBecHa (opMa HabyBae OIHApPHOIO
XapakTepy CIOBECHO-MPOOIEMHOTO METOTY;
- Ha eBpPHCTUYHOMY, a00 IOIIYKOBOMY, PIBHI ciloBecHa (popMa HaOyBae xapaKTepy
CJIOBECHO-€BPUCTUYHOTO METO/LY;
- Ha JIOCHIIHOMY PpiBHI cjoBecHa (opma HalOyBae XapakTepy CIIOBECHO-
JOCTITHULIBKOTO METOTY.

[HTerpoBani (yHiBepcasbHi) - 116 NOEIHAHHS TPbOX-M'SITH METOMIB y €IMHE I[lJIE

IT1JT Yac opraHi3allii HaB4aHHs.

11. MeToau KOHTPOJIIO

OO0'exTOM OIIHIOBAaHHS HABYAJbHUX JOCSTHEHb CTYACHTIB € 3HAHHS, YMIHHS Ta
HaBHYKH, TOCBIJ TBOPYOTO MIAXOAY O PO3BSI3KY 3a]1ay.

OcHOBHUMU (DYHKIIISIMU OI[IHIOBAHHS HABYAJIbHUX JOCATHEHb CTY/ICHTIB €:

KOHTPOJIIOI0YA, 10 Nepeadavae BUSHAUYCHHS PIBHS JIOCATHEHB, BUSBIICHHS PIBHS
TOTOBHOCTI JI0 3aCBOEHHSI HOBOI'O Marepiaiy, 10 Ja€ 3MOTY BIAMOBIIHO MJIAHYBaTH Ta
BUKJIQ/IaTU HaBYAJLHUN MaTepia;

HaBYaJIbHA - 3yYMOBJIIOE TaKy OpraHi3allifo OI[IHIOBAaHHS HAaBYAJIbHUX JIOCSITHEHB
CTYJICHTIB, KOJM HOTO TPOBEACHHS CIPUSE€ TOBTOPEHHIO, YTOYHEHHIO Ta

CUCTEeMaTH3allli HaBYaJIbHOIO MaTepiay, yIOCKOHAJIIEHHIO MiATOTOBKH;
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J1arHOCTUYHO-KOPUT'YIOYa, 1110 JoloMarae 3'sAcyBaTh NMPUYMHU TPYIHOILIB, SIKI
BUHUKAIOTh Y CTYJEHTA M1/l YaC HaBYaHHS, BUSABUTH NIPOTAJIMHU Yy 3HAHHAX 1 BMIHHAX Ta
KOpEryBaTH WOTO AisUTbHICTh, CIIPSMOBAHY Ha YCYHEHHS HEJIOJIKIB;

CTUMYJIIOI0UO-MOTHBAIllIHA, 1110 BU3HAYa€ TEMY, TaKy OpraHi3allilo OLIHIOBaHHSI
HABYAJIbHUX JIOCSATHEHb YUHIB, KOJIM HOTO MPOBEACHHS CTUMYIIIOE OaKaHHS MOKPAIUTH
CBOI pe3y/lbTaTH, PO3BUBAE BIAMOBIJAIBHICT 1 CIIPHUSE 3MarajbHOCTI Y4HIB, (opMye
MOTHBH HaBYaHHS;

Jlis  00’€KTUBHOTO BHSABIICHHS PIBHS 3aCBOEHHS HABUAIbHOI JAUCHUIUIIHH
JOITIJIbHO BUKOPHUCTOBYBATH Pi3H1 (POPMH KOHTPOJIIO.

[lonepenHiii KOHTPOJIb COPSIMOBAHWII Ha BUSBIICHHS 3HaHb, YMiHb 1 HAaBHYOK
VUHIB 3 NPEAMETY YW PO3JULYy, KUU Oy/ne BUBYATHUCS, OCKUIBKM IIKUJIIBHA MpoOrpamMa
nepeadayana BUBYCHHS JACSKUX €JIEMEHTIB Teopli KUMOBIPHOCTI.

[ToTOYHUI KOHTPOJIb 31MCHIOETHCS B MOBCAKACHHINA POOOTI 3 METOIO NEPEBIPKU
3aCBOEHHS MONEPETHBOTO MaTepialy 1 BUSBICHHS MPOTAIMH y 3HAHHAX. 31HCHIOETHCS
BIH 3 JIONOMOIOI0 CHUCTEMAaTHMYHOTO CIOCTEPEKEHHS 3a pOOOTOI0 TpyNu B LUIOMY 1
KOKHOT'O CTYJEHTa 30KpeMa, Ha BCIX eTamax HaBuaHHSA. OCHOBHI (opMa KOHTPOJIO —
PO3B’SI30K 3aJa4 y JIOIIKH, KOHTPOJIbHI pOOOTH.

[TiIcyMKOBUI KOHTPOJIb MPENCTABISE COOOI0 ICIUT, SKUN BKIIIOYAE TEOPETUYHI

MUTaHHA Ta MPaKTUYHI 3aa4l.

IMuTanus nigcymkoBoro kouTposaw/ Control questions

1. How do we determine a concept "trial™, or "stochastic experiment"?

2. What random events are studied by the theory of probabilities, and which no?

3. Is not there contradiction in determinations of random event and reliable as a rare
case of random?

4. What conformities to law can be characteristic for mass random events?

5. Why frequency determination of probability is not it enough scientifically strict?

6. How do we give determination to classic probability? How that determination is

related to the frequency?
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7. What properties of probability do follow from classic determination?

8. What connection can be set between the concepts of union, intersection et cetera
random events and by corresponding set-theoretic concepts?

9. Formulate the rule of multiplication from a combinatorics.

10.Formulate the rule of sum.

11.Compare different formulations of combinatorics rules of multiplication and sum.

12.What is a relation between "equality™ of rights of all points of area and the
formula of geometrical probability?

13.Properly would it be to change the formula of geometrical probability, if the
points of some area were twice more "credible" of other?

14.How the constrained determinations of conditional probability in different
textbooks? How do they follow one of other?

15.How do we prove the necessity of just the same determination of independent
events?

16.What connection is between the formula of multiplication of few events and
determination of their independence?

17.Prove that two incompatible events probabilities of which are different from zero
can not be independent?

18.What is a relation between independence of two any pair of n events and
independence all of them in an aggregate?

19.For the formula of complete probability: what will she look like, if the event of A
is possible only in first from all cases of Hy, H,,., H,?

20.For the formula of Bayes: in what case a posteriori probability some of
hypotheses will it appear zero?

21.Explain, why in the example considered on a lecture a posteriori probability of
certain hypothesis appeared more than a priori.

22.Give an own example of tests of Bernoulli and will explain, what assumptions are
here done.

23.1n does probability of that success will happen in data three from 10 tests of

Bernoulli differ how many times, and ... in some three from 10?
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24.Explain properties of numbers of Pp(K).

25.What is meant by the most “credible amount of successes" in the method of
Bernoulli?

26.What cases is it possible to apply the close formulas of Laplace in?

27.Point out properties of function of Laplace.

28.How is the problem of estimation of probability put and gets untied through
frequency?

29.What cases is it expedient to apply the formula of Poisson in?

30.What does a concept "value" from mathematics and "random value™ differ in?

31.What do we characterize a discrete random value?

32.How many values can accept discrete random value?

33.What determination is given to the function of distribution of random value?

34.In what situations does appear binomial, geometrical, hypergeometrical
distribution?

35.What characteristics is an a function of distribution of any random value?

36.What determination can be given to the density of distribution of random value?

37.In what does consist and what useful mechanical model of random value?

38.How at the level of good sense to explain the concept of expected value of
random value?

39.How through frequency is a formula grounded for the expected value of random
value?

40.How to explain the necessity of just the same formula for the expected value of
continuous random value?

41.What properties of expected values of random value?

42.How at domestic level to understand, what dispersion of random value?

43.How to explain a just the same formula for dispersion?

44 What properties of variances of random value?

45.What parameters are characterizing uniform distribution, Poisson distribution?
What their maintenance?

46.What parameters do characterize normal distribution and what their maintenance?
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47.How to find probability of hit of random value in a certain interval and that for
this purpose is it needed to know?

48.How to explain the rule of three sigma?

49.Formulate property of "absence of after-event" for Poisson distribution.

50.Compare the formulas of mathematical hope for distributions binomial and
Poisson.

51.Formulate property of additivity of variance for independent random value.

52.Give determination to the concepts: "moment of n-th order of random value,
quantile, quartile, mode, median, coefficient of asymmetry.

53.Explain the different names of one object: system of random values, random
vector, multidimensional random value.

54.How do we designate the compatible function of distribution of the system of
random value?

55.Point out properties of compatible function of distribution and compare them to
analogical for unidimensional random value.

56.Give an examples of dependent and independent random values from practice.

57.Compare determination of density of random vector and random value.

58.Explain, why uniform distribution is related to geometrical probability.

59.Give determination of variable matrix and analyze its elements.

60.What characteristic has a coefficient of correlation?

61.Ground the type of formulas for the calculation of descriptions of functions from
random values.

62.What do the concepts of convergence after probability and convergence differ in?

63.What case does inequality of Tchebyshev fully lose informing in?

64.Explain high-quality, why in general it is possible to estimate probability of
rejection of random value from the mean value?

65.Explain common maintenance of all forms of law of large numbers.

66.Formulate general sense of central maximum theorem.

67.What terms is it possible to foresee implementation of central maximum theorem

at? To the law of large numbers?
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68.Explain expediency of concepts: variation row, table of frequencies, histogram,
ground of frequencies.

69.How is the problem of estimation of parameter of distribution put? Set the pattern
from practice.

70.Explain requirements which are sense to put to the point estimations.

71.Why often are interval estimations close to content of point?

72.Explain that understand under reliability at designated reliable interval.

73.What stages of application are of least-squares method at research of regression

of random value?

12. Po3noaiu 0aJiiB, AKi OTPUMYIOTh CTYACHTH

Jucnumiina «MaremaTuka JJi8 €KOHOMICTIB: Teopis HWMOBIPHOCTI» 3T1IHO
HABUYAJIBHOTO IUIAHY OIIIHIOEThCS icmuToM. lle o3Hawae, 1O CTYACHT MPOTATOM
cemecTtpa mae HaOpatu Bia 20 1o 60 GayiB cyMapHO 3a BCl BUJIU J1SUTBHOCTI.

banu po3noauistoThCs TAKUM YUHOM:

CaMocTiifHa BIIIOBIIL Ha CEMiIHAPCHKOMY 3aHATTI (po3B’s30k 3amad)— 10 Oaiis
(P3);

Bukonanns inauBigyansHoi poooTH (2 mt)— 20 6anis (IP);

KonTponbai podoTa (3 mt) — 30 6anis (KP)

[criut — 40 GaniB

Bun T|T |T |T |T  |T |T|T |T|T|T|T|T |T|T |[Cyma
pobotu 112 |3 (4 |5 |6 |7 |8 |9 |10(11 1213|1415

1| P3* 2 12222 |2|2|2|2 2|2 |22|2]|2]10

2| IP 10 10 20

3| KP 10 10 10 30
[Ipotsirom cemectpa 60

4| Icriut 40
Bceworo 100

YMOBHI CKOPOUEHHS:
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T1, T2 ... T15 — Temu 3MICTOBUX MOIYJIIB.
P3 — po3B’s130K 3a7a4 y JIOLIKU
[P — inmuBinyanpHi podOTH

KP — KoHTpOJIBHI poOOTH
[Tpu posmoaini 6aniB ciig OpaTu 10 yBaru, o OOMEXEHICTh Yacy HE J1a€ 3MOTY

PO3B’A3yBaTH 3aJlayl y IOIIKU BCIM CTYJI€HTaM Ha KOKHOMY CEMiHapi, TOMY IPOTATOM

TPUMECTPY y JIOIIKH CJIiT PO3B’sA3aTH S5 3a/1a4.

HIxana ouninoBanHga: HanioHaabHa Ta ECTS

Cyma 0aniB 3a Bci Ouirika OniHka 3a HalllOHAJIBHOIO IIKAJIO0
BUAN HaBHAIILHOL ECTS | Ui eK3aMeHy, KypcOBOTO TS 3aTiKy
ABLTBHOCTL poeKTy (pOOOTH), IPAKTHUKY]
90 - 100 A BIIMIHHO
82-89 B o6ne
75-81 C #O0P 3apaxoBaHO
69-74 D 3aJI0BUIBHO
60-68 E
HE3aJI0BLIBHO 3 HE 3apaxoBaHoO 3
35-59 FX MOJKJIMBICTIO TIOBTOPHOTO MO>KJTHBICTIO
CKJIQIaHHS NOBTOPHOTO CKJIAIaHHS
: HE 3apaxoBaHoO 3
HE3aJI0BUIBHO 3 )
, 000B’ I3KOBUM
0-34 F 000B’I3KOBUM MMOBTOPHUM
: TIOBTOPHUM BUBYCHHSIM
BUBUCHHSM TUCIUILTIHH :
JTUCIUTUTIHU
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. lledrens 3.I'. ”Teopis iimoBipHocTeit”. - K.: Buma mkona, 1994.-192 c.

15. Ci10BHHK JUCHHUILTIHA

Ukrainian English Russian
HMoBipHiCcTB Probability BepositHOCTh
--yMOBHa -- conditional --yCJIOBHAs
[Tomis Events CoObITHs
--He3aJIeKHI -- independent -- HE3aBHCHUMBIC
--HeCyMiCHi -- mutually exclusive -- HECOBMECTHUMBIE
--JIOCTOBIpHA -- sure --JIOCTOBEpPHOE
--HEMOJKJTBA -- impossible --HEBO3MOYKHOE
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Hacnimox Outcome Ucxon

YacroTa Frequency frequency
--BiTHOCHA -- relative --OTHOCHUTEJbHAS
Cyma Sum CymmMma

[Mepeun Intersection [lepeceuenue
JlomaTok Complement JlononHeHue

[TpocTip HacHiAKIB

Space of consequences

[IpocTpancTBO MCXOI0B

BunaagkoBa BemuuHa

Random of variable

Crnyyaiinas BeIu4nHa

--INCKpETHA -- discrete -- IUCKpEeTHAsI

--HeTepepBHa -- continuous -- HeTIPEepbIBHAS

Posmoain itMmoBipHOCTEH Probability of distribution | Pactipenencuue
BEPOSITHOCTEN

Cxema bepnyii

Bernoulli of trials

Ucnerranus bepnyim

Hopwmanbhuii po3noain

Normal of distribution

HopmanwsHoe pacnpeneneHue

MareMaTH4He CIIOIBaHHSI

Expected value

MaremMaTtndyeckoe OKHWIaHUE

HMucnepcis

Variance

Jucniepecns

[IinbHICTh pO3MOALTY

Probability of density

function

[limoTHOCTE pacmpeneneHus

PiBHOMIpHHMIA po3nOaLT

Uniform of distribution

PaBHomepHOE

pacrpeneneHue




